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MOTIVATION

* Improve RL's sample-efficiency by means of knowledge transfer

* We assume a fixed MDP: <S A, T, p, ’y> with continuous a € R?

* Multiple "subtask" reward functions r = [7“1, Ceey Tn]

* Solve subtasks seperately, transfer knowledge between tasks

* Challenges:
* Q-Decomposition: QE # QT -+ Q; (Russel & Zimdars 2003)

* Reward engineering: Incompatible subtasks?



LEXICOGRAPHIC REINFORCEMENT LEARNING

» Multi-objective RL <S A, oo,y > with priority ordering over subtasks
* Notation: 7y =~ 79 > -+ > Ty,

* Priority 1s set by practitioner

* Priority resolves subtask conflicts

* Knowledge transfer?



PRIORITIZED SOFT Q-DECOMPOSITION: INTUITION

 Lexicographic RL problems with continuous actions

* Knowledge transfer from higher to lower priority subtasks
e | earn 71 once
e Transfer 7] and ()7 to n — 1 lower-priority subtasks

» Lower-priority subtasks are constrained to keeping higher-priority subtask near-optimal



PRIORITIZED SOFT Q-DECOMPOSITION: TECHNICAL

- Assume access to already-learned ()7 for 7

 Define performance threshold €7 for QT

* Max J(7T2) — 4 (T~oms) [Zt 0 TZ(Staat)}

T2

* subject to: majlc Q7 (st, a’) — Qi (st,ma(st)) < e
a'c
S —
best Q-valin s

.majl( Q;(Staa/) o Q:(Staﬂ-n(st)) < €y Vi € {17 ceey 1}
a'c

* Knowledge transfer via constraints on already-learned Q-functions



RESULTS

* High-priority subtask 71: Obstacle avoidance

* Low-priority subtask 79: Goal navigation
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